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Abstract
Disabled people on social media often experience ableist hate and
microaggressions. Prior work has shown that platform moderation
often fails to remove ableist hate, leaving disabled users exposed to
harmful content. This paper examines how personalized modera-
tion can safeguard users from viewing ableist comments. During
interviews and focus groups with 23 disabled social media users,
we presented design probes to elicit perceptions on configuring
their filters of ableist speech (e.g., intensity of ableism and types
of ableism) and customizing the presentation of the ableist speech
to mitigate the harm (e.g., AI rephrasing the comment and con-
tent warnings). We found that participants preferred configuring
their filters through types of ableist speech and favored content
warnings. We surface participants’ distrust in AI-based moderation,
skepticism in AI’s accuracy, and varied tolerances in viewing ableist
hate. Finally, we share design recommendations to support users’
agency, mitigate harm from hate, and promote safety.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
User studies; Empirical studies in accessibility; • Social and pro-
fessional topics→ People with disabilities.
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1 Introduction
Disabled1 people experience high levels of harassment online, in-
cluding ableist2 microaggressions [43] and hate [26, 42, 59, 65, 74,
79]. Research has shown that experiencing ableism online can have
lasting effects on disabled users’ well-being, influencing behaviors
such as self-censorship [42] on social media. Furthermore, plat-
form moderation often fails to effectively manage disability-related
content, allowing some harmful ableist content to remain while
mistakenly removing other legitimate content related to disability
[42, 59, 73, 76]. This disconnect between platform moderation and
user needs highlights the potential for alternative moderation tech-
niques to help users avoid exposure to ableist hate and harassment.

Personal moderation allows users to configure or customize
some aspects of their moderation preferences, based on the content
posted by other users [47]. This configuration only affects the user’s
view, meaning the content remains visible to other users. Currently,
platforms offer some personal content moderation tools (e.g., word
filters [45], toggles [72], and sensitivity sliders [1]) that enable users
to specify types of content they wish to avoid. Platforms also pro-
vide account-based moderation tools, letting users choose which
accounts to follow and block. In addition to these platform-provided
tools, several third-party applications have emerged, empowering
users to personalize their content. For example, Google’s Tune
Chrome Extension [9] allows users to select levels of toxicity, and
Bodyguard [5] promises that their AI system “instantly removes
toxic, spam, and damaging content.” The emerging prevalence and
promise of these tools suggests that AI-based personal content mod-
eration has the potential to help users avoid harmful and triggering
content.

While personalizedmoderation has potential to reduce the harms
of seeing hateful content, few scholars have conducted empirical
studies to gather users’ perceptions on the usability and efficacy
of such tools. For example, Jhaver et al. [47] gathered social media
users’ perceptions on personal moderation tools based on toxicity,
identifying critical needs such as clearer definitions of toxicity, more
granular control options, and more transparency through examples

1We use identity-first language because it aligns with the language the majority of our
participants used.
2Ableist is the adjective form of the noun ableism, used to describe discrimination and
prejudice towards disabled people [23, 30]
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of filtered content. We extend prior work by understanding how
these tools should be designed for identity-based hate — specifically,
ableism.

Personalizedmoderation systems that particularly address identity-
based harms have started to emerge. For example, Intel’s Bleep
[72] filters harmful content related to ableism, racism, and sexism.
However, little is known about how effective these identity-based
personal moderation tools are, whether these tools account for
users’ specific needs, and how these tools might be designed to bet-
ter support those who may benefit from them. To our knowledge,
there is no understanding of how disabled people perceive these
filters that are designed to address ableism.

To address this critical gap, we examined how an ableism-specific
personal moderation tool should be designed to account for the
needs and preferences of disabled people. More specifically, we ask:

RQ1: How do disabled social media users perceive and use ex-
isting personal moderation tools for addressing ableist hate and
harassment?

RQ2: How can personal moderation tools be designed to ac-
count for ableist speech during experiences of ableist hate and
harassment?

We conducted a two-part study. First, we held initial interviews
with 23 disabled social media users to introduce current personal
moderation tools and gain insight on their experiences using word
filters and blocking. Then, we facilitated eight 90-minute focus
groups with 2-3 participants each, presenting design probes to
gather feedback on new designs of AI-based personalized modera-
tion tools for addressing ableist content. Our design probes include
two ends of a personalized moderation system. First, we present var-
ious ableism-specific filter settings (e.g., binary toggle for ableism or
toggle for different types of ableist speech). We then show various
designs augmenting the presentation of the filtered speech (e.g.,
having AI rephrase the ableist comment to be less toxic or having
a content warning). This contrasts with most existing filters which
only fully remove the hateful comment from view. We used these
design probes to elicit participants’ perceptions on why they would
or would not use such tools, the desired capabilities of such tools,
and AI’s capability of effectively identifying and rephrasing ableist
text.

We found that the majority of participants commonly addressed
ableist hate and harassment by responding to the perpetrator and/or
blocking certain accounts. A subset of participants had experience
setting word filters (e.g., removing the r-word); however, word fil-
ters were laborious to set up and not always reliable. In response to
the design probes, the majority of participants preferred configur-
ing their filters based on types of ableist hate, as it was perceived to
be more understandable regarding what types of content would be
filtered. Participants also favored content warnings for empowering
them to decide whether or not to view the hate. Participants also
expressed concerns that AI filters would struggle to identify ableist
speech, leading to thewrongful filtering of disability-related content
(e.g., posts containing reclaimed words). Since personal moderation
only affects an individual user’s view, participants wanted platform
moderation to also adopt ableism-specific content warnings as a
means of educating other users on ableism.

Based on our findings, we discuss how personal moderation can
better support the safety of users experiencing ableist hate and
harassment online. We recommend for ableism-specific AI filters

to move away from full removal of hateful content and instead
allow for customized designs (e.g., content warnings) and nudges
(e.g., notification of death threats) to support user safety and to
promote user agency. We also recommend personal moderation
tools to allow users to customize their filters based on specific types
of ableist hate. Given the widespread distrust in platform moder-
ation, we recommend increasing transparency and incorporating
mechanisms for user control, ensuring that users can oversee and
reverse filtering decisions as needed to build trust. In summary, our
study contributes:

• Insights into how disabled social media users perceive and
utilize existing personal moderation tools (RQ1).

• Designs of AI-based moderation and perceptions of disabled
people on AI’s capabilities of identifying ableist text (RQ2).

• Design recommendations for how personal moderation can
be designed to address ableist speech and support user agency
and safety during experiences of online hate (RQ2).

2 Related Work
Like other "isms" (e.g., racism and sexism), ableism is discrimina-
tion towards a social group, specifically disabled people [23, 30].
Disability studies scholars have investigated how ableism surfaces
societal perceptions of disability. For example, Campbell describes
ableism to cast disability as a diminished state of being human
[18], which leads to the compulsory preference for non disability
[19]. Scholars have also understood how ableism is connected to
ideals and attributes that are valued or not valued [95]. It is ableist
to assert preference for a child to read print rather than Braille
or to walk rather than use a wheelchair, which is harmful for stu-
dents receiving disability accommodations in school [41]. More
broadly, scholars have described ableism as a capitalistic ideology
of assigning value to people’s productivity. Talila A. Lewis, a dis-
ability activist and lawyer, defines ableism as a “system of assigning
value to people’s bodies and minds based on societally constructed
ideas of normalcy, productivity, desirability, intelligence, excellence,
and fitness" [57]. We draw on prior work, using ableism as a term
to address the collective discriminatory experience the disability
community face online with a specific focus on ableist text.

In this section, we first review HCI literature on ableist speech
within social media. Then, we situate our work within the broader
context of online moderation and personal moderation, especially
with regards to the experiences of people with marginalized identi-
ties.

2.1 Ableist Speech on Social Media
Prior work has categorized the diverse ways in which the disability
community encounters ableist hate and harassment online, through
public comments to private messages[15, 26, 42, 54, 59, 74, 79]. San-
non et al. [79] found that disability activists often experienced inval-
idating comments on their disability, sexual harassment, fetishiza-
tion, and coordinated attacks in response to their advocacy work.
Building on this work, Heung et al. [42] developed a taxonomy of
ableist hate found across 50 disabled content creators with vary-
ing disability identities. This taxonomy includes five broader cate-
gories of ableist hate (i.e., Slurs & Derogatory language, Violent &
Eugenics-related speech, Questioning Ability & Denying Access,
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Mocking & Invalidating Disability Identity, Objectifying the Dis-
abled Body) and 11 specific types of ableist hate (e.g., Short Slurs;
Using Disability as an Insult; Death Threats, Suicide, and Self-harm).
The researchers also explored how creators’ intersectional identities
(e.g., race and sexuality) impacted the frequency of ableist hate, find-
ing that LGBTQ creators experience significantly more ableist hate
than non-LGBTQ creators. Heung et al. also alluded to potential
differences in ways ableist hate is experienced depending on one’s
disability identity. For example, people with invisible disabilities
(less visibly apparent disability) acknowledged that they may be
less likely to experience overt forms of ableist hate, but more of-
ten experienced invalidating comments about their disability. Prior
work has also shown that invalidation of disability is prominent in
online ADHD communities [26].

In addition to overt hate, disabled people also experience mi-
croaggressions, or subtle forms of ableist speech. For example, many
receive patronizing comments (e.g., "you’re so inspirational") and
infantilizing remarks (e.g., "where’s your mom?") [43, 55]. Prior
work acknowledges that the distinction between microaggressions
and overt hate is not always clear-cut; for instance, accusations of
faking one’s disability were perceived to be both a microaggression
and an act of overt ableist hate [42, 43].

Researchers have also examined the harms of microaggressions
and overt hate and found that these experiences have significant
impact on disabled people, including increased emotional distress,
anxiety posting online, and self-censorship overtime [42, 43, 52, 79].
Although viewing hate can be harmful, previous research indicates
that some users, particularly content creators, may tolerate certain
forms of hate [42, 54, 79, 89]. For disability activists and creators,
exposure to hate can inspire their activism and inform their educa-
tional content in creative ways [42, 79]. For example, Duval et al.
[25] found TikTok videos advocating for disabled people or debunk-
ing disability stereotypes as a common form of playful content (e.g.,
using upbeat sound effects and humor). Also on Tiktok, Wang et al.
[93] found autistic creators to create hashtags directly in response
to ableism, such as #ableismisntcute and #ableistsuck.

We build on existing literature understanding ableism online by
exploring how personal moderation can be designed to reduce the
harm caused by exposure to ableist text. Our work is motivated
by the failure ofplatform moderation in supporting disabled social
media users during online hate, which we discuss next.

2.2 Platform Moderation
Content moderation is the organized practice of screening and con-
trolling for unwanted content, content that is deemed as "irrelevant,
obscene or illegal" [28, 83]. Most common conceptions of modera-
tion are of mechanisms deployed after an infraction occurs, also
known as reactive moderation [35]. Current reactive moderation
techniques include filtering or removing inappropriate content, sus-
pending the offending users, or even recommending and curating
alternate content [32, 63]. Moderation can be done by human mod-
erators, users themselves, or, increasingly via algorithms running
AI models and toxicity classifiers. AI-based reactive moderation can
take multiple forms, including automatically filtering out keywords,
such as the AutoModerator bot [3] on Reddit. Other techniques

leverage natural language processing techniques to automatically
detect toxicity (e.g., Perspective API [2], AWS [96]) or computer
vision to detect violent or graphic content [68]). While these tech-
niques do not necessarily remove the content from the platform,
they often hide the detected content behind a warning — for ex-
ample, Meta’s current warning reads, “Sensitive content: this video
contains content that some people may find upsetting” [6].

However, despite AI’s ability to moderate at scale [33], there are
several pitfalls. AI-powered moderation systems often lack con-
text and community-specific nuance, which is especially important
since online discourse varies greatly depending on the audience, the
place of communication, the speaker, and their tone. For example,
Oliva et al. [70] found that drag queen Twitter accounts were consid-
ered to have higher perceived levels of toxicity than Donald Trump
and white nationalists when moderated by AI models unfamiliar
with their lexicon. In addition, AI-based moderation systems are
known to exhibit ableist, sexist, colonialist, and racist tendencies.
For example, Shahid et al. [86] show that Meta’s AI-based modera-
tion has high false positive rate for users in the Global South and
the underlying algorithms imbibe coloniality by centering Western
norms and erasing minoritized expressions. While these are a few
examples of AI’s shortcomings, this demonstrates the risk of further
silencing already marginalized voices.

Particularly for disabled people, research shows that platform
moderation is often inadequate in protecting them from ableist
hate and harassment. For example, disabled creators perceived that
ableist hate is oftentimes not removed by the platform, despite be-
ing reported, forcing creators to manually delete hateful comments
themselves or organize other users to report on their behalf [42, 79].
Furthermore, disabled social media users have felt wronged by mod-
eration, such as being penalized by moderation when responding
to trolls [59] or by social media algorithms suppressing disability-
related content [20, 42, 53, 59, 73]. Platforms not addressing ableist
hate may contribute a chilling effect for the disability community,
with fear of being overshadowed by hostile voices [11]. Further-
more, with the ableist hate not removed, other disabled users may
be less likely to post online; the Pew Research Center reported that
27% of Americans have refrained from posting online after witness-
ing harassment [22]. Beyond platform moderation not removing
ableist hate, disabled users also exert additional labor given the
inaccessibility of social media platforms more generally [59, 69].

In our work, we explore how existing and imagined modera-
tion techniques, including personalized moderation, are potentially
suited to prevent viewing ableist hate and harassment in particular.

2.3 Personalized Moderation
Given varying norms across cultures and communities [50, 84],
research shows that a one-size-fits-all approach to content modera-
tion is insufficient to meet the diverse needs of users [21]. Addition-
ally, platforms have varying definitions of harassment and different
corresponding platform policies, highlighting inconsistencies on
defining and moderating online harassment across platforms [71].
To maintain free speech online while mitigating harmful content,
there is a growing call to move away from a centralized modera-
tion to a user-centered approach [21, 27, 84]. Essentially, what if
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users themselves could decide how they want their content to be
moderated?

Jhaver et al. [47] define personal moderation as tools that “let
users configure their preferences for the activity they want to avoid.” It
is important to note that this form of moderation only changes the
configured user’s view, other social media users can still view the
filtered content. Fukuyama et al. [29] refers to this individualized
approach to customization of content moderation as “middleware,”
imagining third-party services as adding an editorial layer between
platforms and users. In this section, we describe the two types of
personalized moderation, account-based moderation and content-
based moderation, specifically highlighting its usage in the context
of hateful content.

2.3.1 Personal Account Moderation. Personal account moderation
tools enable users tomute or block a particular account, determining
who they want to engage with online. Blocking or muting accounts
means that the content from that account or creator will no longer
appear on a user’s feed [7, 10]. Blocking is more restrictive than
muting: a user can still interact with and view content from a muted
account if they are on their profile, whereas blocking disallows a
user from engaging with the other user in any way and is typically
known to both parties. Blocking is typically on an individual basis;
however, blocklists have emerged as a way for users to easily block
many users at once and have been found to be effective in addressing
online harassment [46]. Prior work has shown that disabled content
creators leverage blocking to foster a safe space for themselves and
their followers [42].

2.3.2 Personal Content Moderation. Personal content moderation
allows users to make moderation decisions on individual posts
based on their content alone, regardless of its source [47]. Common
personal content moderation tools include word filters or the ability
to mute specific keywords [45]. Prior work has found word filters
useful for automatically removing toxic comments and removing
potential doxxing attempts, which is the non-consensual release of
private and personal information [78, 89].

Word filters on most platforms use rule-based automation, which
can require labor of inputting words and variations of words on
their own. In response to this difficulty, researchers have developed
FilterBuddy [45], which allows creators to easily edit filters, includ-
ing adding spelling variants of keywords, previewing the effects
of specific word filters, importing word filter categories (e.g., Ho-
mophobia, Pejorative Terms for Women, and Anti-Black Racism),
and sharing word filters with other creators. This type of individ-
ual rule-setting is a type of distributed content moderation [49]
where content creators have governance over enforcing local rules
in the comments. Filtering keywords empowers content creators to
automatically moderate their own account, and it is the only tool
that enables end-users to preemptively limit harmful content on
their profile. One can think of this as a reactive approach, hiding
comments after it is posted.

Beyond rule-based filters, personal content moderation tools
have begun to integrate AI to identify and therefore filter certain
types of content. Some platforms have incorporated these AI-based
personal moderation tools. For instance, Twitch creators have Au-
tomod, an automated moderation tool that allows users to filter
content based on these categories: discrimination and slurs, sexual

content hostility, and profanity [8]. Instagram has incorporated
sensitivity sliders [1] that default to “normal,” but users can choose
“more” or “less” to indicate the amount of sensitive content users
want to see in their timeline. Similarly, Google released an ex-
perimental Chrome browser extension, Tune, that allows users to
customize how much toxicity they wish to see in comments across
the internet [51].

Despite growing interest in AI-based personal moderation tools,
empirical work on end users’ perceptions on such tools is limited.
One survey study found users to view personal moderation tools
as a means for greater agency over their social media experience,
and not an infringement on free speech [48]. In another study,
Jhaver et al. [47] investigated end users’ perceptions on personal
content moderation tools that filtered content based on toxicity
and identified several improvements to content moderation tools,
such as increased clarity in definitions of what is hateful, more
granularity in end user controls, and greater transparency in what
content gets filtered.

In this paper, we extend work on personalized moderation by
capturing disabled social media users’ experiences with personal
moderation tools (RQ1) and enriching knowledge on how these
tools should be designed to account for ableist speech during hate
and harassment (RQ2).

3 Methods
We conducted 23 interviews and eight focus groups to understand
participants’ prior moderation experiences and ideate on personal-
ized moderation techniques.

3.1 Participants
Given that our work focuses on personalized moderation during
and after experiences of ableist hate, we specifically selected partic-
ipants who are social media users and havedisclosed their disability
identity on social media. This approach, used by other scholars
[42, 43] ensured that participants had firsthand experience with
ableist hate directed at them because of their disability identity.
Participants were excluded if they were not comfortable communi-
cating in English or American Sign Language (ASL).

We used convenience sampling from a pool of prior participants
who had previously agreed to be contacted for future studies, cu-
rated by the first author. We then conducted snowball sampling to
recruit additional participants. We launched a short screening sur-
vey to confirm eligibility. All participants self-identified as having
a disability and were 18+ years old. We asked participants to share
their disability identity through Blaser et al.’s [14] survey question
design with options to select multiple disability identities and input
an open-ended response. We recruited a diverse group of partici-
pants with varying disabilities and different types of social media
usage; 14 of our participants self-identified as content creators and
/ or influencers. All participants were located in the US, Canada, or
Europe. To protect the anonymity of creators, we share aggregated
participant demographics in Table 1.

3Disability demographics were self-identified and not mutually exclusive, as many
participants identified as having more than one disability identity.
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Table 1: Aggregated Participant Demographics

Participant Demographics

Age

18-24 = 3
25-34 = 13
35-44 = 3
45-54 = 4

Gender
Male = 11
Female = 11
Trans Male = 1

Race

White = 8
Black & African American = 10
Latina = 1
Latin American = 1
Mixed race (e.g. Hispanic & Asian) = 3

Disability 3

Blind or low vision = 4
d/Deaf or hard of hearing = 3
Neurodivergent = 4
ADHD = 4
Autism = 7
Health-related disability = 10
Permanent / long-term disability = 10
Physical disability = 1

Social Media Platform

X (previously Twitter) = 20
Facebook = 19
Instagram = 19
TikTok = 12
Linkedln = 10
Snapchat = 9
Reddit = 4
Twitch = 3
OnlyFans = 1
BlueSky = 1

Experiences with
Types of Ableist Hate
Heung et al. [42]

Short Slurs = 16
Using Disability as an Insult = 19
Death Threats, Suicide, and Self-harm = 8
Violent & Dehumanizing Speech = 14
Eugenics-Related = 9
Disability as Inability = 18
Denial and Stigmatization of Accessibility = 16
Mocking Disability = 17
Accusing of Faking Disability = 13
Attacking Physical Appearance = 13
Sexual Harassment & Fetishization = 9

3.2 Procedure
Eligible participants were invited to participate in (1) a 15-minute
interview and (2) a 90-minute focus group, both on Zoom. Par-
ticipants were compensated with a $10 digital gift card for the
interview and a $50 gift card for the focus group. ASL interpreters
also consented to participate and were compensated for their time.

During the interviews, we asked participants about their ex-
periences with responding to ableist hate and harassment, intro-
duced existing personalized moderation tools, and gained insight
on their experiences and challenges with such tools. Then, we dis-
cussed scheduling logistics and accessibility accommodations for

the follow-up focus group study. Example of accommodation re-
quests included a verbal description of the design probes during
the focus group for blind and low vision participants and flexibility
of taking breaks and turning off their video for participants with
chronic conditions.

We recognize that discussing ableism may cause emotional dis-
tress. Following best practices of conducting research on online
hate [81] and a trauma-informed research approach [44], we used
the initial interviews to build rapport, reminded participants they
could remove themselves from the study or take breaks at any point
in time, and shared resources with them to cope with online hate.
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Figure 1: Screenshot of Intel’s Bleep interface.
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Figure 2: Diagram of Design Probe 1, configuring filters based
on ableism. This includes 3 different designs: 1A (toggling
ableist content), 1B (slider based on quantity of ableist posts),
and 1C (slider based on intensity of ableism).

After the interviews, we facilitated eight focus groups, seven
of which had three participants and one had two participants. We
started the focus group with introductions, expectations for creat-
ing a safe space, and preliminary feedback on Intel’s Bleep design
to configure content based on ableism (see Figure 1). This served
as an introduction to AI-based personal moderation tools that exist
today. Then we spent an hour presenting design probes, including
configuring filters based on ableism (Figure 2), configuring filters
based on types of ableist hate (Figure 3), and customizing the pre-
sentation of ableist hate (Figure 4). After presenting each design,
we asked participants to share their thoughts about what they liked
or disliked, concerns they had, and what they would have changed
about the design. At the end, we asked participants to reflect on all
the probes and to build their own personalized moderation tool.

The focus group setting provided participants with an opportu-
nity to highlight their personal preferences and contrast them with
others’ thoughts. We emphasized that the goal of the probes was
not necessarily to understand which was “better,” but to concretely
ideate on how a personalized moderation tool could be designed
to mitigate the harm of viewing ableist hate. We positioned the
design probes as works-in-progress requiring their expert feedback,
reducing the power dynamics between researchers and participants
[64]. These probes also provided a starting point for participants
to engage without needing to disclose personal stories in a group
setting [90].
3.2.1 Design Probes. Our work builds on prior research and prac-
tice in the area of personalized moderation [36, 47]. For example,
Jhaver et al. [47] captured end users perspectives of a personal-
ized moderation to filter out varying levels of toxicity. Additionally,
Intel’s Bleep is an AI-powered tool designed to filter out identity-
based hate in voice calls. While Bleep is already available for con-
sumer use, there is limited understanding of how disabled people
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Figure 3: Diagram of Design Probe 2, configuring filters based on ableist types of hate. This includes 3 different designs: 2A
(toggling each ableist type), 2B (slider for quantity of each ableist type), and 2C (slider for intensity of each ableist type). To
reduce cognitive load, we asked participants to imagine design 2B and 2C to be applied to all the ableist types.

view such filters. We sought to explore how disabled people per-
ceived filters specifically aimed at addressing ableism.

We used design probes to explore future designs spaces of using
personalized moderation to address ableism. We shared probes
related to: 1) designs to configure ableism-specific filter settings
(Design Probe 1 & 2) and 2) designs on how the tool acts on these
settings; for example instead of filters fully removing the content
we explore other alternatives like rephrasing the hateful comment
or a content warning (Design Probe 3).

Filter Configuration (Design Probe 1 & 2). The first set of
design probes featured varying filter interfaces for configuring
user preferences. Design 1 (see Figure 2) allows users to configure
based on ableism, similar to current toxicity scales [47]. Design 2
(see Figure 3) allows users to configure based on types of ableist
hate, using Heung et al.’s taxonomy of ableist hate and harassment

[42]. Within Design 1 and Design 2, we presented varying control
elements, similar to Jhaver et al.’s [47] personalized moderation
designs for toxicity. This included: A) toggle (on/off functionality),
B) a slider on the proportion of moderation (percentage of ableist
posts randomly removed), and C) a slider on the intensity of ableism.
These design probes provoked preferences on ways to configure
given levels of granularity and labor as well as participants’ overall
perceptions of using AI to filter ableist content.

Presentation of Hate (Design Probe 3). The third set of design
probes (see Figure 4) explored personalizing the presentation of
the hate, specifically augmenting the visibility of the hateful com-
ment. Prior work has found social media users are hesitant to set
restrictive filters due to their fear of missing out [47]. Furthermore,
disabled users, particularly creators and advocates, may want to
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Design 3A: Rephrasing the 
comment to be less toxic 

and visceral 

Design 3B: Categorizing 
the comment with the type 

of ableist hate

Design 3C: Detecting the 
comment to be ableism

Figure 4: Diagram of Design Probe 3, customizing the presentation of the filtered hate. The original hateful comment contained
slurs and an accusation that the user was faking their disability. We presented three designs to obscure or describe the hate, in
contrast to current filters which completely remove moderated comments: 3A (AI rephrasing of the hate), 3B (content warning
categorizing the type of ableist hate), and 3C (general content warning of "ableism"). For each design, users have an option to
click and view the original comment.

read hate in order to make new advocacy content. We thus pre-
sented three design probes with varying levels of visibility to the
original hateful comment. This included: A) rephrasing hate (high-
est level of visibility of the original comment), B) a content warning
categorizing the type of ableist speech, and C) a content warning
detecting ableism (lowest level of visibility of the original comment).
The content warning design was inspired by prior work which
found that trans users preferred customizable content warnings on
social media [36].

3.3 Analysis
Two of the authors analyzed the data by first preparing the tran-
scriptions, listening to the audio recording to fix any issues with
the automated transcriptions. We coded one interview and one
focus group separately, then came together to discuss the codes. We
repeated this process again with another interview and focus group
recording. Through collaboratively discussing codes, we settled
on a preliminary codebook, which included descriptive codes and
codes tagging which design probe participants were responding to.
We then split up the remaining transcripts, discussing new codes,
consolidating codes with similar meanings, and collaboratively re-
fining the codebook into categories (e.g., “concerns” and “wants”).
We then conducted thematic analysis [16], clustering similar codes
together on a digital board and finding themes across categories of
codes (e.g., "ableism is ambiguous" and "viewing hate is important

for safety"). All authors participated in peer debriefing as inter-
views and focus groups were conducted and gave feedback on the
codebook, clustering of codes, and themes. The iterative discussions
throughout data collection and coding led to consensus.

3.4 Positionality
When conducting research on online harms, especially given the dis-
proportional effect of hate and harassment on historically marginal-
ized populations, it is essential to reflect as researchers. All authors
have experience conducting research with and for the disability
community and some members of the research team are disabled.
We value amplifying the perceptions and experiences of disabled
people within conversations on platform moderation and online
safety. While personal moderation tools can be beneficial in miti-
gating harm caused by viewing ableist hate, such tools are not a
solution to ableism, nor do they absolve a platform of their respon-
sibility to remove harmful ableist content.

4 Findings
In this section, we share themes from the interviews (RQ1) and
focus groups (RQ2). First, we present participants’ experiences ad-
dressing ableist hate and harassment online. We highlight their
experiences using existing personal moderation tools, including
blocking and word filters (Section 4.1). Then, we share participants’
perceptions and preferences on the design of an ableism-specific
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AI filter (Section 4.2 and 4.3). Throughout these sections, we inter-
weave their perceptions on AI filters and their capability to identify
ableist text. Lastly, we share how personal moderation has limita-
tions in effectively reducing the harm of ableist hate (Section 4.4).
Throughout our findings, we note which participants identified as
content creators (C#).

4.1 Addressing Ableist Hate & Harassment
Online

4.1.1 Responding & Educating. Some participants responded to
perpetrators of ableist hate by educating, especially if participants’
thought it was rooted in genuine ignorance, “a misunderstanding,”
(C18) or a result of someone being “uninformed” (C9). However,
participants were also wary of the risks of educating, which could
escalate the hate further. C12 explained how publicly educating
someone led to further harassment from others:

"I was trying to be helpful by informing that it would
be best to avoid that term [hearing impaired], because
most people in the deaf community prefer... deaf or hard
of hearing. And that person said, ‘okay thank you.’ But
other people came in saying,’ that’s a lie’, ‘that’s not
true’... [and] DMs saying, ‘oh, you’re hearing impaired...
Did I hurt your feelings? Lol.’”

A few participants responded to ableist hate with humor and
satire. C18 described how she used her “vulnerability and sense
of humor” to effectively educate. C18 recalled an instance when
someone said to her “why don’t you just stay at home?”, and in
response C18 created a post showing her accomplishments and “out
having fun” as a way to “reclaim it.” C23 explained that she uses
humor to showcase her resilience towards hate.

"I try to embarrass them and it’s kind of funny... He’s
like, “I’m sorry no one wants your crippled p*ssy” and
my response was, “that’s not what your daddy said, so
you need to stop before I give you another sibling and
cut you out of the will.’... I just need people to know that
I don’t take this seriously.”

On the other hand, many participants explained that responding
directly to harassers was not worth their energy and likely will
not be productive. A few participants felt that they do not have
the “bandwidth” (C22) to be involved in sustained dialogue with
harassers, which frequently led to “comment wars” (C9) with no
resolution. Furthermore, some participants refused to respond to
harassers due to the social media algorithm giving hate more en-
gagement, especially when “some accounts thrive on interacting with
ableism” (C7). C11 explained that responding could even benefit
harassers because “it’s giving them engagement” and “the fact that
they’ve got a response means that they’re probably more likely to...
do it to other people who aren’t as good as dealing with it."

4.1.2 Blocking. All participants have blocked harassers before,
noting it to be “the best option for your own health” (C9). Blocking
provided a form of relief to participants. P21 explained that by
blocking “you’re addressing the issue... [the harasser] can’t see me in
any content or situation, and vice versa, and that’s great.” Participants

also shared that blocking stopped harassers from “sending harass-
ing content” (C14) and helped participants “avoid future hateful
comments” (C5).

Participants also shared ways blocking could prevent hate from
other users beyond the harasser. For content creators, blocking
harassers prevents them from “negatively influencing [the creators’]
followers,” (C5) and prevents hate from escalating. Another par-
ticipant explained that blocking could help “control the reach of
posts” (P13). P13 would block someone if a harasser quote tweeted
about him in order to stop the post from reaching their harassers’
followers, preventing potential hate from other users.

On the other hand, some participants explained the downsides
of not viewing the blocked person’s content, especially if the ha-
rasser was “talking about [them]” and saying “things that are not
true” (C16). C5 explained that blocking meant they could no longer
educate them on disability. C11 admittedly unblocked a harasser to
inspire new advocacy content: “I have unblocked someone... to see
what content I could create to almost combat it, which maybe isn’t
the healthiest thing... [but] I know that other people are seeing this,
and I want there to be another side to the argument.” Creators may
choose to unblock or refrain from blocking harassers in order to
counter ableist hate and engage in advocacy, despite the potential
emotional or psychological toll it may take.

Participants also shared “loopholes” (C14) harassers used to cir-
cumvent being blocked. Participants mentioned harassers could
avoid account bans by creating new accounts and could “avoid the
IP ban” (C12) by using a VPN to modify their IP address. C14 ex-
panded on harassers’ strategies of creating new accounts: "there’s
an account called ‘I hate wheelchairs’... They keep creating new ac-
counts [and] they’re on ‘Ihatewheelchairs4’... I don’t understand how
Instagram... allows that username to be made."

While most participants felt blocking resolved hateful interac-
tions, a few participants shared that blocking their harasser may
escalate the hate from other social media users. This was especially
worrisome for creators who had harassers with a large following.
For example, C17 expressed a concern of blocked accounts screen-
shotting that they were blocked as a “flex,” making it likely for
“their followers to harass you”.

Other participants expressed additional features that would en-
hance their experience with blocking. C9 and P15 requested a “block
and remove interactions feature” where they could block and re-
move all public interactions with that account, including posts the
blocked account had liked or comments on posts. They suggested
this feature would avoid being triggered by the blocked account’s
username, when looking through past posts. P21 desired a feature
that would allow them to block someone without completely remov-
ing them from the Facebook group. They explained that the blocked
individual may still have the right to be part of the group, but P21
wanted to block that account for her own "safety and sanity."

4.1.3 Word Filters. The majority of participants did not have expe-
rience using word filters, and of those who had used word filters
most of them were creators. Some participants who used word
filters inputted phrases to remove ableist hate, such as the r-word
(C17, C12) or “faker” (C14) to account for accusations that they are
faking their disability. C14 also input her personal information into
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these systems to avoid being doxxed4. She detailed how using word
filters was laborious: "I’m constantly updating [my word filters] and
adding different variations ofa... annoying ableist phrase.”

A few participants used word filters for non-hate related moder-
ation (C11, C16, P21), like spam. For example, C11 explained that
when she made a post with #chronic-illness, she received spamming
comments invalidating her disability identity, saying "doctor so and
so can heal you with his herbal blah.” C11 then added "herbal" to
her word filters; however, she was wary that genuine comments
related to herbal tea could be filtered out.

Participants who used word filters noted flaws in the system,
including filters hiding non-hateful comments while failing to block
hateful comments. For example, C12 used a preset moderation filter
on Twitch, and found it to filter out words he did not feel were offen-
sive. While C12 noted the false positives, C16 entered keywords of
a repeated comment she was getting from a pornographic account,
but the word filters were not effective in stopping the account from
commenting. C16 blocked some of those accounts but she “can’t
block them all off [because] it’s a lot of work.”

While most participants shared experiences on mainstream so-
cial media platforms, C9 described her experiences of Tinder’s
version of a word filter. She liked the design of first identifying
potentially inappropriate words and then prompting the user if
they want to block and report.

“If a guy... says ‘Can I see a nude photo?’ Tinder will
ask you if the message makes you uncomfortable and if
you say yes, it reports the message and blocks the dude...
I like that cause it tells me right away, it’s okay for
you to report this... [and] it gives you the ultimate say,
‘are you uncomfortable?’... I like that it gives people
agency.”(C9)

4.2 Perceptions on AI Filters Identifying
Ableism

In response to Bleep’s interface, Design Probe 1 (configuration via
ableism), and Design Probe 2 (configuration via ableist types), par-
ticipants shared their perceptions and preferences on configuring
AI filters to identify ableist text. Furthermore, participants revealed
their concerns on AI’s capabilities of correctly identifying ableism,
shared implications of AI’s inaccuracies, and brainstormed design
suggestions to account for AI’s inaccuracies.

4.2.1 Preferred Configuration Design: Ableist Types. Overall the
majority of participants preferred configuring their filters via ableist
types (Design Probe 2) because it was granular and understandable
as to what the filter would be removing. Before viewing Design
Probe 2, a few participants suggested a similar design that allowed
them to filter out specific forms of ableist speech. P13 suggested
a checkbox design that could allow him to input his preferences
based on what he defines as most hurtful.

“Rather than a sliding scale, boxes that you could check
for... would be more helpful. Because patronizing com-
ments... get to me more than just straight up hate speech
cause I can just... block... But the patronizing comments...
[I have to] engage with you now, teach you something...

4being harassed by revealing someone’s private information without their consent

they can take a lot more time and energy...They [the
comment] might be not as ableist, but they might not
be the lowest impact." (P13)

In response to Design Probe 2, participants shared how they
would configure their filters, highlighting how some types of ableist
speech are more emotionally draining than others. For instance,
C9 prefers configuring by ableist types, because she can filter with
a level of specificity that aligns with her personal triggers and
preferences.

"What matters... [is] the actual content of what’s being
said... If someone makes a patronizing comment to me,
I’m just gonna make a joke back... but... I really really
feel uncomfortable when I’m doing a nail tutorial and I
have people saying sexually fetishizing things, because,
A) my parents follow me. . . B) I just don’t want to see it,
because it makes me not want to post photos of myself...
I sit there and think is that what everyone is thinking
of me?... It’s the intent of what is said that matters... it
makes me feel unsafe." (C9)

For this very reason, the majority of participants expressed
ableism (Design Probe 1) to be too broad of a concept, too vague,
and expressed hesitancy to use the filter because they were un-
sure what was being filtered out. For example, after viewing 1C
(intensity slider of ableism), C18 explained "I don’t think that... [an
intensity] scale... would necessarily accomplish...instances [when]
I do wanna see less of something." Conversely, a few participants
were comfortable with the vagueness of “ableism” and preferred a
straightforward method for filtering out ableist speech. For exam-
ple, P2 appreciated Design Probe 1A, which allowed him to simply
“toggle it on and [he’s] good to go.”

4.2.2 Preferred Control Elements. Participants shared their varied
preferences for control elements (A: toggle, B: slider of moderation
percentage, C: slider of intensity) for each configuration design
(Design 1: configuration based on ableism, Design 2: configuration
based on ableist types).

Toggle vs. Sliders. Overall, participants preferred toggles over
the sliders. Some participants liked design 1A, since it was “easy to
navigate” (P4) and they did not want to view any sort of ableism.
The majority of participants wanted more control over what types
of ableist content they wished to not view, so they felt Design 1A
was“too vague” (C11). Therefore, they preferred using toggles to
configure via ableist types (Design 2A) as that allowed them enough
granular control to decide whether or not they wanted to view that
type of ableist speech. C23 expanded on why she preferred an on/off
mechanism:

“I won’t have to battle within myself over the intensity
of what I want to see... it’s just all or nothing... [Do]
I need to face reality?... What days can I accept this
harassment and what days do I want to fight it?" (C23)

Similarly, C10 elaborated on why a toggle may be more fitting
for certain types of ableist hate.

“I hate when people say I’m faking a disability or... that
I don’t ’look disabled.’ I would not want: slightly, mildly,
a little, [or] a lot. I would want none at all... I feel like the
sliders don’t make a lot of sense, because... why would I
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want to let some of this still come through when it’s the
most upsetting thing to me?”

Several participants also noted that a toggle was more accessible
for those who use “screen readers or who might have hand dexterity
issues” (C11).

Moderation Slider (Design 1B/2B) vs. Intensity Slider (De-
sign 1C/2C). While some found "percentage of moderation" to be
an easily understandable and objective measurement, a majority
of participants felt that it did not make sense for mitigating harm.
P21 explained: “it’s just randomly selecting 25% or 50%... that doesn’t
seem like it’s... moderating.”

Participants generally preferred the intensity slider over modera-
tion, but several participants also expressed flaws with the intensity
slider. In the focus group, C7 pointed out that one “cannot quantize
disability, accessibility, or ableism.” Using humor, the focus group
attendees explained how quantifying ableism minimized and trivi-
alized the harm done. C7 said: “mildly ableist or somewhat ableist
sounds weird to me. It sounds like a joke...‘hey, someone punched me
in the face.’ And they were like, ‘yeah but did they mildly punch you,
or did they really punch you?"

Other participants also explained that “degree of ableism” (C18),
referring to Design Probe 1C, does not allow them to pick the
content they personally find hateful. This is why many participants
preferred ableist types (Design Probe 2).

4.2.3 What is Ableist is Contextual, Equivocal, and Contested. Par-
ticipants were skeptical if AI filters could accurately identify ableism
due to 1) the subjective nature of what is ableist, 2) the nuance and
context of when something is ableist, and 3) perceived biases and
capabilities of AI.

Participants questioned if there is a universal understanding of
what is ableism or what is ableist. This was a common concern,
especially when configuring filters by ableism (Design Probe 1).
Participants were unsure what types of content would be filtered
out. C9 explained that ableism is “a broad category... not everything is
the same level of problematic to each individual person.” Participants
shared examples of how, even within the disability community,
there are disagreements on what is ableist. Participants referred to
diverse preferences regarding self-identifying language (e.g., people
with special needs, disabled people vs. people with disabilities, hear-
ing impaired vs. deaf and hard of hearing). C7 and C16 explained
that if AI were to block words related to one’s identity, this could
cause fear of being “penalized” for your own identity:

“I have quite a few friends who identify as hearing im-
paired and impaired is a very disgusting word in the
disability space. But if she identifies that way, they are
allowed to... I worry that those types of voices will be
moderated out." (C16)

Since ableist language is not clear-cut, C11 explained that:“language
that might be considered offensive.... also might exist for a good rea-
son... I think that’s just important to note when you’re training AI,
[ableist language is] just not explicit or definitive."

Participants also viewed ableism as intertwined, but not identical
to body shaming. Intel’s Bleep interface combines ableism and body
shaming into one category of hate. C9 expanded on why this design
is problematic.

“As someone who is both fat and disabled, [ableism and
body shaming] are different issues... not all disabilities
are physical or has to do with the body... It feels like a
very narrow definition of disability when you also loop
it with body shaming, because to me it looks like they’re
only looking at visible disabilities."

4.2.4 Skepticism and Concerns with AI Accuracy. Since ableism is
subjective and nuanced, many participants were skeptical if AI
could accurately identify ableist comments. Participants were con-
cerned that the filters would take keywords out of context, leading
to false positives (AI wrongfully filtering out comments about dis-
ability). C19 explained that she does not “trust AI... to distinguish
what is ableist and what is disabled or disability adjacent"(C19). This
included filtering out ableist terms used within historical, medical,
educational context that are not intended to be hateful towards
an individual, or if a user was recounting a hateful experience
and directly quoted hate they had received. The potential of false
positives caused participants to fear missing out on constructive
conversations and opportunities to connect with the disability com-
munity. For example, C9 expressed uncertainty of how well AI can
understand context:

“Would you not be able to read historical things be-
cause they use words differently? If you’re talking about
a... time when... the [r-word] was acceptable... I feel
like without there being a contextual component you’re
gonna miss, so many conversations that may not be
what this thing [AI] thinks it is, but... I don’t under-
stand AI that well."

Similarly, participants were also concerned with AI filtering
comments with disability-related reclaimed words (e.g., cripple,
gimp). Participants agreed that what differentiates a slur from a
reclaimed word was dependent on who said it and the intent. P13
questioned how AI filters could account for this context:

"There’s the tension within in-group and out-group lan-
guage... not everybody has earned the right to use cer-
tain words. But within a group... there’s safety and fa-
miliarity... One word that I would be really upset to
hear from somebody who wasn’t also disabled would
be cripple. But that’s a word I’ve definitely used... And
it’s a word that ... has scholarly usage... So how is the
intent... accounted for?"

A couple of participants anticipated the AI to be inaccurate due
to ableist biases, assuming that AI models may not be trained on
the lived experiences of disabled people. P13 anticipated the AI
to over-filter content about disability and sex, because of stereo-
types of disabled people being desexualized. Furthermore, some
participants doubted AI’s accuracy due to negative experiences
with online moderation. Creators were especially wary given their
past, negative experiences with moderation.

"When I try to post content... it’ll be reported as hate
speech because I’m addressing someone as an ’able-
bodied Savior or a white Savior’... These AI filters end
up blocking a lot of disabled creators from sharing very
important information... some of us feel like we’ve al-
ready been burned by moderation." (C23)
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Over time, this may “inadvertently chill or silence the speech of
pro-affirming disability language like conversations about disability,
or about diversity, or about bodies in general" (C18).

4.2.5 Designing for Inaccuracies. Implications of AI inaccurately
removing disability-related content included missing out on con-
structive conversations and infringing on disability activism and
mobilization. Participants viewed filters as a possible threat toward
the community they built online. For example, C23 explained:

“I’m afraid that I’ll miss things, and it’ll harm relation-
ships that I’ve built...disabled people have found kinship
on social media. Because for a lot of us we’re the only
disabled person we’ve ever known. We live in commu-
nities that can be isolating. So I don’t want to ever miss
[out] because of a filter that I’ve set."

Participants proposed additional features to alleviate these con-
cerns. Several participants wanted a feature to select certain ac-
counts to be exempt from the filter setting. This way, participants
would not miss out on their disabled friends’ posts, knowing that if
they did use an ableist term it would not be triggering or considered
hateful. C7 explained: “let’s say C11 and I are interacting on Twitter,
and I know that she uses the word cripple to self-identify. I would put
her on ‘no moderation’ or ‘a little moderation’ if I know... the word
cripple is going to be triggered by [the filter].”

Since participants were unsure how AI is defining ableism, they
wanted oversight to how it was filtering content. This included
viewing what the filter is removing to “determine, is this worth it? Is
it working?” through a “test button” (P21). Some wanted an “undo
button” (P3, C22) to override any mistakes the AI makes, such as
filtering out a friend’s comment that they would have otherwise
responded to.

Some participants wanted to train the AI to align with their pref-
erences by tagging content they found as ableist.Participants also
explained that it was important to communicate to the algorithm
not only what is ableist vs. what is not, but also why.

“If AI learns from many actions, then the more infor-
mation we can give it, probably the better. So if one is
accepted or allowed through [the filters], the why or
the justification could be: ‘this is a person in this com-
munity with this identity has chosen to reclaim this
language.’ And one that gets rejected might be ‘this is a
person. . . harassing someone’... I would probably type
2 or 3 sentences... [but] I don’t know if the AI would
understand that." (C20)

C18 added that teaching the AI allows each user to “define for
themselves what ableism means and looks like.”

4.3 Varied Tolerances on Viewing Ableist Hate
In response to Design Probe 3, participants shared their own indi-
vidual preferences of if (Section 4.3.1) and how to view ableist hate
(Section 4.3.2 & Section 4.3.3), acknowledging that other disabled
users have “different levels of tolerance” of viewing ableism (P13).

4.3.1 To View or Not to ViewHate. Participants shared their philoso-
phies of whether or not to view hate. A couple of participants prior-
itized protecting themselves from viewing hate online, wanting the
ability to turn off all hate. For example, P3 explained that “we are

responsible for our own safety... I would rather just toggle the entire
thing out.”

Some participants explained that, while in theory they wouldn’t
want to view hate, in practice they would be too curious to not.
Although participants appreciated having the option to view the
original comment in Design Probe 3, a majority of participants
acknowledged that having an option to “view original comment”
was too tempting to not click. C17 explained:

"I’m just always so curious... I would probably say 80%
of the time. It’s just gonna bug the hell out of me if I
don’t know what is being said, because. . . I need to have
that control. But then there’s gonna be that other 20%
[where] I just don’t feel like it today.”

Due to inherent curiosity, a couple of participants wanted the
“view original comment” button to be removed.

Several creators stressed the importance of knowing what is
being said about them in order to “control the narrative” and felt a
strong responsibility to moderate their own page (C9). C9 explained
that if other users are spreading rumors and talking about him on
his own channel, then "ignorance is not bliss."

While hate is harmful, a few participants emphasized the im-
portance of viewing hate for their own physical safety. C23 was
concerned about hiding death threats: “if it’s a serious threat, some-
one should be notified, whether it’s [the] police or anyone." P13 high-
lighted the trade-off of protecting themselves from hate and being
aware of potential dangers.

“As much as I don’t like seeing hate speech, it is helpful
to know the conversations that are happening right,
what kind of is the Zeitgeist... and to just automatically
screen that out also doesn’t really contribute always to
a sense of safety. Because it means you actually can’t
be aware of potential dangers" (P13)

These participants highlighted the need for personal moderation
tools to balance protection from hate with awareness of serious
risks, such as death threats.

4.3.2 Rephrasing Feels Fake, Patronizing, and not Helpful. The ma-
jority of participants’ initial reactions towards rephrasing was neg-
ative, finding AI rephrasing hate as uncomfortable and dishonest.
C9 explained how the rephrased version of hate “feels fake. . . I’d
rather know what somebody just said so then I can report it.” (C9)
Furthermore, several participants discussed how rephrasing hate
felt “patronizing [and] infantilizing” as if participants needed pro-
tection from AI to give them the “nice version” of hate (C7). A few
participants were skeptical of AI’s ability to generate an “authentic
translation” and rephrasing of the original comment (C19).

Participants also added that it’s not worth rephrasing hate if ev-
eryone else online can still view the original hate. P8 explained that
“it [3A] doesn’t really make sense to see a softer version of [an] insult
and everyone knows in the comment section it’s saying something
else... I don’t feel it’s necessary. If it’s hateful, let me see it that way."

Many participants explained that rephrasing hate was largely
not effective, since it does not change the intent of the harasser.
C23 called rephrasing ableist hate as “diet ableism, it’s diluted [and]
it’ll hurt less” but “it’s not sparing anybody’s feelings.”
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Several participants suggested the rephrasing function should
instead be used to educate harassers. C18 explained that while
rephrasing helps with “softening people’s hatred,” she feels it re-
duces accountability by “letting [harassers] off the hook for their
hateful language.” Additionally, P21 clarified why she rather have
the system to be used to educate harassers:

“[3A] seems like a strange way of trying to protect our
feelings, which being disabled, I don’t want you to try
and protect my feelings like I will take actions to do
that... if everybody else can still see the damaging words,
then. . . What is the point of this? ”

4.3.3 Content Warnings Are Informative. The majority of partici-
pants preferred content warnings (Design Probe 3B & 3C) before
viewing ableist hate, though their preferences on the amount of
detail about the hate varied. Some participants preferred 3B (cate-
gorizing hate) because it’s “helpful. . . to get to know the information
[about the hate] but not feel attacked" (C5).

Categorizing the hate empowered the user to make an informed
decision of whether or not to view it. Since the comment is not
removed, the user has agency to view it at any time. For example,
C16 said "I like that it gives me the option to look at it or not, and I
can decide based on my mood at the moment. . . so I can look at it later,
when I can handle it." C7 emphasized the importance of designing
for autonomythat was missing when AI rephrased hate for them.

"Many disabled people have that autonomy taken [away]
from them, or are told they don’t know how to make de-
cisions or patronized... [a content warning]is more like
a trigger warning where you are given the autonomy,
whether you want to read it... That’s not taken away
from you as it was in [Design Probe 3A]."

A few participants added how categorizing the hate improved the
explainability of the filter system. C10 described how the category is
not only “giving an explanation as to what kind of comment was said”
but also explaining “why the AI detected and flagged the comment.”
C11 elaborated that the explainability built more trust with the AI
and reduced the likelihood of viewing the original comment.

"If it’s just “ableism” (referring to Design Probe 3C)
again for that morbid curiosity thing, you might want
to read it, or youmight want to check whether it actually
is ableist or not, whereas if it’s more specific... there’s a
little bit more trust that the AI knows what it’s doing if
it can detect the category, whereas if it’s just ableism,
the trust is less.”

On the other hand, some participants preferred a general content
warning (Design Probe 3C), because it is enough information to
make a choice of whether to view the content. A few participants
added that categorizing ableist hate (Design Probe 3B) may be
too triggering. For example, C16 said: "I have mixed feelings about
announcing the type of ableism, because. . . on a bad day I don’t even
wanna know that it was ‘your faking disability’ type of ableism."
With a similar sentiment, C5 and C12 preferred Design Probe 3C
since it was a generic warning with less risk of being emotionally
triggered.

4.4 Limitations of Personal Moderation
While some participants shared how filters have the potential to
reduce harm of viewing ableist content, other participants wanted
filter settings to be applied to everyone’s view, not just their own
view. Having the hate viewable for others may cause harm to others
or escalate hate. Participants felt that inadequate moderation for
ableism seemed unfair since other types of discrimination were
being removed by the platform.

“Does it [the filters] protect me more? Yes. But if people
can engage with it, comment on it, or view it potentially.
I don’t like that... Other hate speech that is more widely
recognized is automatically deleted most times on other
posts so why is Ableism an exception.” (C14)

Participants added how the various presentations of the hate (De-
sign Probe 3) could be educational and therefore wanted all social
media users to view it. More specifically, participants shared that
the filters based on ableist types and the detailed content warnings
could spread awareness of the different types of ableism. For exam-
ple, P21 liked the ableism content warning and wanted everyone to
be able to view the content warning as a way to educate others that
ableism exists. P21 explained how she imagined a teaching tool to
be designed using all of the different versions of Design Probe 3.

"[Design Probe 3] should lead with... ‘content warning:
ableism’, and then underneath it say[s] ‘this is the fak-
ing your disability type of ableism.’ And then under
that ‘this comment has been rephrased to say, I don’t
believe you have a disability.’ And then underneath that
it would say, ‘view original comment.’ So then you’re
teaching everyone...[other users are] learning... what is
ableism,... the type of ableism, and... how to rephrase
something.”

C18 added that the original poster should be notified if their
content is filtered out by another user and “tagged as this type of
ableism,” so the harasser can be educated on why it’s ableist.

Other participants acknowledged the limitations of filters: it does
not hold users accountable for perpetuating ableist speech. There-
fore, a few participants recommended the filter system to trigger
repercussions like a suspension. P13 explained that “personalized
moderation isn’t really a solution to unsafe communities and unsafe
spaces. . . [There] needs to be a community responsibility as well.”
Participants felt that “community responsibility” needed to come
from the platform moderation itself by seriously addressing reports
of ableist speech. C23 attributed lack of moderation of ableist hate
due to lack of knowledge on ableism:

“Harassing disabled people is the one thing you can get
away with pretty easily on social media... Attacking
someone’s disability isn’t seen as a problem because
most of the moderators aren’t disabled. They’re never
going to challenge comments like, ‘you shouldn’t be
proud to be disabled’... [because moderators] themselves
have those same beliefs."

5 Discussion
While personal moderation enables users to control for various
types of content, ranging from content that is harmful to content
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that is uninteresting, our study examines one specific type of con-
tent users may prefer to avoid: ableist hate. Given this context, we
present design recommendations for an ableism-specific AI filter to
support safety, harm reduction, and agency. We also make recom-
mendations related to usability, explainability, and trustworthiness
of the system, as it may impact whether or not users adopt AI filters.
Lastly, we share our study’s limitations and directions for future
work.

5.1 Design Recommendations for Personalized
Moderation

Our design probes elicited participants’ values when using a per-
sonal content moderation tool during their experiences with ableist
hate online. We discuss design recommendations that support val-
ues participants’ shared (refer to Table 2 for a summary).

5.1.1 Threat Notifications Promote Safety. Since personal moder-
ation tools are designed to protect users online, it’s essential to
address situations where they may unintentionally create other
safety risks. As noted by our participants, while personal moder-
ation might enhance psychological comfort by removing ableist
speech from view, it can compromise safety by reducing a user’s
awareness of potential dangers.For example, moderation tools may
completely filter out hate related to physical safety, such as death
threats. Tune, Google’s content moderation tool, has a disclaimer
of this limitation: “Tune isn’t meant to be a solution for direct tar-
gets of harassment (for whom seeing direct threats can be vital
for their safety)” [9]. Removal of threats to one’s safety may lead
to ignorance of unsafe physical spaces and events and lead to in-
person harms [82]. This is increasingly relevant as social media has
become a central information hub for news and events [4]. Addi-
tionally, eliminating ableist hate might obscure the cultural climate
or "zeitgeist." This may lead to disabled individuals being unaware
of potential risks of harassment related to disclosing their disability
[26, 42, 43] and emotional harms to their self-esteem and possible
internalization of disability stereotypes [75].

Removing ableist speech may also reduce the agency of disabled
people. This study and prior work has shown how both disabled and
non-disabled social media users alike use blocking, reporting, and
responding strategies to address hate [26, 39, 42, 43, 67, 78, 89]. Our
participants were hesitant to use filters, given that it could prevent
them from using blocking, reporting, and responding to reduce
anxiety and prevent hate from escalating. For example, blocking
prevented repeated harassers posting ableist comments. Content
creators or high-profile users wished to control narratives about
themselves, as leaving hate could cause reputational damage [89],
lead to more engagement and hate from other users due to the
platform algorithm [13], and subsequently may escalate into in-
person harms [61].

Not accounting for the above use cases may lead to increased
safety risks towards users from historically marginalized commu-
nities who are at-risk of identity-based hate. We recommend for
personal content moderation systems to consider not removing
threats to one’s physical safety, but instead design notifications
that inform users of safety concerns without burdening users who
are targets to hate [88]. Researchers should explore AI’s role in

effectively implementing safeguards for users’ safety when using
personal content moderation tools.

5.1.2 Ableist Types Enhance Explainability & Usability. Current
personal content moderation tools often use broad categories like
"toxicity" or “sensitivity,” which may lack clarity as to what exactly
the system is filtering. Prior research [47] highlights the need for
more explicit definitions of what constitutes toxic and sensitive
context. However, our findings suggest that definitions alone may
not effectively communicate what is being filtered. The definition
of "what is ableist" is hotly debated within the disability community,
complicating how a system should define ableism explicitly and
how a system should categorize the varying degrees of ableism
(e.g., mildly ableist vs. very ableist). Intensity of ableism (design C)
may trivialize ableist speech and may invalidate individual percep-
tions of how ableist a comment is to them. Ableist types can be an
alternative to communicate explicit forms of ableist speech without
offending or invalidating the user, especially since our findings
imply that how people experience ableism is subjective.

Detecting toxic language, either as a binary value (i.e., is it toxic
or not?) or by measuring the intensity of toxicity, are common
measurements and standard practice in machine learning-based
moderation systems (e.g., Perspective API [2]). However, prior work
has highlighted biases in toxicity detection systems [31, 34, 70, 80],
including ableist biases [40, 91]. Given these existing concerns, we
argue that personal moderation requires a shift from classifying
hateful text based on toxicity levels to classifying it based on the
type of hate found within the text (in our particular context, the
type of ableist hate). Participants understood ableist speech as types,
not as a numerical value. Enabling disabled people to choose ableist
types may be more explainable and usable in configuring what
kinds of ableist speech they wish to filter out. For example, some
participants found patronizing comments more exhausting than
outright ableist slurs and preferred not to see patronizing comments.
If a system only affords the user to select severity of ableism, it may
not account for personal preferences the user wishes to view and
not view. Furthermore, designing the interface with these types
may be more intuitive than using a slider that adjusts the intensity
of ableism. Allowing users to configure filters based on ableist types
aligns better with their preferences for filtering specific content
they personally find to be more ableist or hurtful.

5.1.3 Content Warnings Support Agency & Reduce Harm. Similar
to prior work on the usage of content warnings on social media
[36], our findings suggest users may benefit from content warnings
that support informed decision making and control. For example,
users could decide to view ableist hate if they were in the "mood,"
did not find the type of hate particularly triggering, and/or if they
wanted to respond to the hate. Some appreciated the explainability
of content warnings for categorizing the type of hate as this fostered
greater trust with the AI system accurately identifying ableist hate.
Participants noted that this clarification improved transparency, a
highly valued characteristic among social media users regarding
moderation tools [47, 60]. Additional transparency also alleviated
concerns of missing out, giving more assurance that the AI was
filtering ableist hate, not disability-related content.

Although content warnings were perceived as beneficial, it is
important to consider the potential side effects of content warnings.
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Table 2: Summary of Design Recommendations for Personal Content Moderation.

Value 5 Design Recommendations

Promoting Safety Design notifications pertaining to threats to one’s physical safety of the user rather than removing them from view

Enhancing Explainability & Usability Use ableist types for configuring personal content moderation settings

Supporting Agency & Reducing Harm Embed content warnings as an option to support users’ decision making in deciding whether or not to view hate

Building Trust Implement ways to oversee filtering, undo-decisions, and support AI learning from the user

While content warnings “allow those who are sensitive to these
subjects to prepare themselves for reading about them, and better
manage their reactions” [62], prior work has detailed how content
warnings can backfire. Content warnings may not be helpful for
those experiencing trauma or re-traumatization [85]. Content warn-
ings may cause a “forbidden fruit effect,” [17] making the content
seem more attractive. Participants anticipated this effect by explain-
ing they would be “too curious” to not “view original comment”
in Design Probe 3. Future work is needed to evaluate the varying
designs and effects of content warnings on social media, especially
for identity-based harmful content.

5.1.4 Oversight & Reversibility Features Build Trust. Due to prior
negative experiences with moderation, participants expressed skep-
ticism and hesitation towards using AI filters. While previous re-
search indicates that users are wary of AI filters over-moderating
and fear of missing out on content [47], our participants raised ad-
ditional concerns specific to the lack of widespread understanding
of ableism. Furthermore, ableism is often poorly moderated; prior
work has noted instances of wrongful removal of disability-related
content [42, 59] and instances of ableist hate not being addressed
by platform moderation [42]. This aligns with research showing
that existing mistrust in a domain extends to AI-based solutions
(i.e., mistrust in moderation extends to mistrust in AI-based moder-
ation) [56]. This skepticism may be applicable to other historically
marginalized groups who have similarly felt unsupported by plat-
form moderation, such as black people [38, 39, 67] and LGBTQ
people [38, 66, 70]. Consequently, those with negative experiences
and distrust in current moderation systems may also view AI mod-
eration tools with similar suspicion. This is particularly relevant
for active social media users, such as creators, who are more likely
to encounter negative moderation experiences.

Participants perceived filtering of identity-based harmful con-
tent by AI to be risky, especially due to concerns about AI over-
moderating content highly relevant to their identity and daily life.
Prior work suggests that mistakes by AI filters may be detrimen-
tal to disability advocacy, community building, and information
gathering [15, 42, 54, 73]. Because of these concerns, our findings
suggest that users may be reluctant to adopt AI filters without
robust safeguards and fail-safes. Therefore, we recommend imple-
menting features like the ability to undo and correct filtering errors
so the underlying model can learn from these corrections. Addition-
ally, to give greater oversight and control over who the AI filters
out, we also recommend implementing allowlists [24], a feature
that allows users to select trusted accounts exempt from filtering.
By adding such features, users may feel more confident in using AI
filters.

5.2 Limitations & Future Work
Since we focused on showing design probes that were meant to
provoke participants’ wants [92], we did not build an interactive
prototype. This trade-off was intentional, as an interactive proto-
type may bias participants to only share what they think is feasible
[37, 77]. The technical feasibility of an ableism-specific AI filter
may not be far off. For example, generative AI models like ChatGPT
show promise of moderating user-generated content, as researchers
begin to evaluate AI’s effectiveness in identifying hateful content
[58]. Future research should build and evaluate such a tool, which
may provide additional insights on user’s behaviors over time,
usability considerations, and AI’s accuracy in identifying ableist
speech. Furthermore, future work should investigate how the usage
of personalized moderation varies across different user types (e.g.,
content creators vs. casual users) and among users with varying
identities (e.g., disability, race, sexuality). As these tools aim to
encourage safe participation online, it is important that they are
accessible and do not contribute to the labor disabled users exert to
be on social media [15, 42, 59, 65, 76, 87]. Furthermore, future work
should investigate AI-based personal moderation for other forms
of identity-hate and other manifestations of hate like image- and
video-based hate.

While AI-based personal moderation can contribute to a fairer
and less harmful online environment for disabled users, it is not
a substitute for structural changes needed to achieve justice for
those affected by ableism [12]. Future research should consider the
role of AI-based platform moderation to combat structural ableism,
such as designing for disability awareness and education. For exam-
ple, participants wanted rephrasing to be a platform intervention,
nudging perpetrators to reconsider posting ableist hate and learn
more about ableism. However, it is critical to ensure that proac-
tive nudges do not enable harassers in alternate ways; for example,
actors can be even more toxic if subverting moderation systems
becomes gamified [94]. Future work should consider incentivizing
positive and prosocial user behavior to prevent ableist hate in the
first place, while protecting against the potential adverse effects of
proactive nudges.

6 Conclusion
This paper investigates how AI-based personalized moderation can
safeguard disabled users from viewing ableist hate on social media.
We created design probes to elicit users’ preferences for an ableism-
specific filter, including ways to filter ableist text (e.g., based on
types of ableist hate) and ways to customize the presentation of

5Values listed are equally important and represent a design space rather than an
ordered list.
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hate (e.g., AI rephrasing hate or content warnings). We share design
recommendations related to supporting users’ safety (e.g., being no-
tified of personal threats), improving usability (e.g., filtering based
on ableist types), reducing the harm (e.g., content warnings) and
building trust (e.g., undoing filter decisions). Lastly, we further con-
versations on personal moderation to address identity-based harms,
amplifying the perspectives of disabled people using personal mod-
eration tools for ableist hate.
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