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Figure 1: The five Guidedogs: Serious Sally, Temperamental Teena, Playful Pearl, Focused Frankie, and Hiker Hal. Each Guidedog 
has a unique photo and a short blurb explaining their personality. 

Abstract 
Visual media is often made accessible to blind and low vision (BLV) 
people through audio description (AD), typically written by experts. 
Prior efforts to increase the scale of description output have in-
volved sighted novices as describers or used generative AI (GenAI) 
to automatically convert images to text; however, description qual-
ity remains a concern. To support novice describers in writing high 
quality descriptions, we designed and developed a GenAI-powered 
online tool, “Guidedogs,” featuring five dogs with unique names, 
images, and voices that provided immediate and varied feedback 
on draft descriptions. We piloted the tool during a large hackathon-
style description workshop in 2024. Through 17 semi-structured 
interviews, we explored the efficacy of using metaphors as personas 
for AI assistants and gathered insights on participants’ perceptions 
on using AI for accessibility purposes. We contribute preliminary 
insights on generative AI assistant personas in an accessibility 
context and share design considerations to guide future work. 
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1 Introduction 
Visual media is proliferating at an ever-increasing pace. For example, 
more than 400 National Park Service (NPS) sites across the United 
States use printed brochures with images to welcome, orient, and 
inform visitors. However, at present, most visual information is 
inaccessible to people who are blind, low vision, or DeafBlind.1 

1We use person-first and identity-first language interchangeably to acknowledge and 
respect varied language preferences within the community [9, 30]. 
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Images are typically made accessible through audio descriptions,2 

which can include both general and detailed information about the 
subject and other relevant image content [3, 32, 33, 35]. 

Audio descriptions (AD) can be written by trained professionals 
to ensure quality, but there are operational and economic barriers 
to having a small set of experts describe the large amount of visual 
content in our world. As such, some researchers have worked to 
engage sighted novices in writing AD, as involving the general 
public can increase the scale of description output (e.g., [24, 26, 29]). 
However, since they do not have the same training as professionals, 
sighted novices require additional guidance and / or feedback to 
improve their description quality. Other researchers have experi-
mented with generative AI (GenAI) approaches for creating AD. 
For example, prior work has used AI to prompt novice describers to 
include specific details in their descriptions [26] or to enable BLV 
people to determine what types of descriptions they receive [8]. 
However, most have positioned GenAI systems as a replacement 
for human describers, rather than as a support system or assistant. 

There remains a gap in understanding how GenAI-powered tools 
can support describers in improving description quality. Thus, we 
investigated the following research question: How can we design 
personas for generative AI assistants to provide high-quality 
and effective feedback on audio description drafts? 

To assess the potential of AI-powered tools for novice audio 
description efforts, we designed and developed “Guidedogs,” a set 
of five GenAI assistants that provided automated feedback on user-
submitted descriptions. Unlike most GenAI interfaces that prompt 
back-and-forth conversations, we prompted the system to function 
as a writing coach and provide unidirectional feedback regarding 
best practices for audio descriptions. We also took a hypermediate 
approach to building the identities of each Guidedog persona, align-
ing with prior work on using personas to predict how audiences of 
different backgrounds will respond [13, 15]. 

The Guidedogs tool was piloted during a large hackathon-style 
description workshop (Descriptathon 10 [34]) focused on creating 
descriptions for U.S. National Park Service brochures. After the 
workshop concluded, we conducted semi-structured interviews 
with 17 participants to understand their motivations for using (or 
not using) the tool. Those who used the tool appreciated the design 
of the AI assistant and found the guide dog metaphor to be a fun 
and creative way to humanize the system. However, tool usage 
was not universal — across the interviews, participants had mixed 
perceptions about the usage of GenAI for accessibility purposes. 

In this late-breaking work, we focus on the design rationale and 
development of the Guidedogs tool and share preliminary insights 
and reactions from workshop participants. Through the context of 
using AI to help non-experts learn about and support accessibility 
efforts, we aim to inform the development of AI-supported writing 
feedback systems more broadly. Our contributions include: (1) the 
design of a GenAI system using personas to provide feedback on 
novice descriptions, (2) findings from semi-structured interviews 
with 17 participants about the description workshop experience, 
and (3) design recommendations for future generative AI writing 
assistance systems. 
2In this work, in alignment with terminology used by the National Park Service [27], 
we use the terms “audio description” (AD) and “description” to refer to static audio 
descriptions (also known as alt text or image descriptions). 

2 Related Work 
Our work builds on prior work regarding audio descriptions, au-
tomated and AI-supported tools for accessibility, and involving 
novices in creating access. 

As AI technology has advanced in recent years, researchers have 
investigated how to harness its power for increasing AD output. For 
example, in an early exploration of using AI to create descriptions 
at scale, Wu et al. [37] evaluated user satisfaction with automati-
cally generated descriptions for images on Facebook. They found 
that most participants were enthusiastic about having more context 
while viewing photos on social media, but some were still dissat-
isfied due to the vagueness and inaccuracies in the AI-generated 
descriptions. More recently, researchers have assessed the efficacy 
of GenAI for automatically creating detailed descriptions (e.g., [4, 6– 
8, 16, 25, 36]). However, despite major advancements in AD quality, 
BLV people expressed their desire for more humanized and less 
robotic descriptions [7]. 

Researchers have also explored how to scaffold and support non-
experts in writing effective descriptions [20, 23, 38]. For example, 
Morash et al. [23] assessed novice performance for free response 
descriptions compared to queried descriptions (created by querying 
the describer for key information, then inputting the information 
into a template). Through a study with 22 novice describers, they 
identified that queried descriptions were more detailed and stan-
dardized than their free-response counterparts, suggesting that 
guidance improved novices’ description outcomes. Mack et al. [20] 
found that novice describers appreciated having some degree of 
support when writing descriptions. Additionally, they found that 
participants wrote lower quality descriptions when they started 
from automatic alt text compared to starting from scratch, highlight-
ing potential harms associated with integrating AI in AD scaffolding 
efforts. With this concern in mind, we approached this interven-
tion by leveraging GenAI as a way to prompt further thought and 
revisions, rather than prescribe finished products. 

A few additional studies have explored the intersection of auto-
mated feedback processes to support novice describers. For example, 
to aid novices in writing comprehensive and detailed video descrip-
tions, Natalie et al. [26] used video scene recognition and natural 
language processing techniques to identify additional subjects that 
a novice could include in their description. They found that their 
automated feedback system could improve the descriptiveness and 
objectivity of the resulting descriptions, demonstrating the viability 
of AI-assisted description authoring tools for novices. 

To our knowledge, no research has investigated how GenAI-
powered systems can use multiple personas to simultaneously pro-
vide diverse feedback on both the content and style of draft audio 
descriptions. In particular, we aim to actively include novices as 
stakeholders and use AI as a support rather than a replacement for 
human involvement. 

3 Guidedogs System 
Our Guidedogs tool was designed to be used during the Descrip-
tathon workshops and to integrate with existing open-access and 
open-source software created by our team. Our objective was to de-
sign a GenAI tool that guided novices and provided useful feedback 
in an engaging and personable way. We developed five personas for 
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the Guidedogs system: Serious Sally, Temperamental Teena, Playful 
Pearl, Focused Frankie, and Hiker Hal. Our design choices centered 
on two primary aspects: the form (as the metaphor of guide dogs, 
not as a park ranger or other human-like assistant) and the function 
(as audience feedback, not as a ghost writer). 

3.1 Form Design 
We chose to use guide dogs as a metaphor and aesthetic concept 
for our AI system for two primary reasons. Firstly, guide dogs 
are common companions and mobility aids for BLV people [31]. 
Secondly, we opted for dogs rather than human-like personas to 
highlight the hypermediacy of our system and clarify that the 
advice dispensed by the tool was computational and unmonitored. 
To make the personas more memorable, we assigned them names, 
photo-realistic images of dogs wearing clothing (generated via text-
to-image platform Midjourney [22]), and unique voices for screen 
reader users (generated via text-to-speech platform Mimic [2]). 

For the personas themselves, we designed five personas of ar-
chetypal NPS visitors to reflect the diversity of feedback that BLV 
visitors might offer. For example, Temperamental Teena had the 
perspective of a bored teenager, Focused Frankie valued concise-
ness, and Hiker Hal preferred knowing more about history. We 
chose to create multiple personas, as opposed to fine-tuning a sin-
gle persona, to assess the efficacy of multiple feedback streams in 
an audio description context. While we acknowledge that this rela-
tively small set of personas cannot comprehensively represent all 
BLV people’s perspectives, we ultimately selected five Guidedogs 
to avoid information overload and feedback delays. Figure 1 shows 
the feedback interface and images of each Guidedog persona. 

3.2 Function Design 
As the development of the Guidedogs tool constituted the first time 
that the research team had integrated GenAI into the multi-day 
description workshop, we drew on insights from academic liter-
ature to design the system’s functionality. For example, Gero et 
al. [11] identified that writers sought support for planning, trans-
lation, reviewing, and motivation. Writers also valued intention, 
authenticity, and creativity from those who were supporting them. 
Most commonly, writers wanted help reviewing the writing they 
already did; as a result, we designed the tool to coach novice writers 
rather than to replace them. This approach also aligns with BLV 
community guidance and prior work that advocates for maintaining 
human involvement in description efforts (e.g., [6, 20]). 

We chose to design the tool to provide detailed and supportive 
critique to existing descriptions, but intentionally did not support 
dialectical discussion as GenAI systems may not be able to perform 
adequately in such a context [4]. The system used the GPT-3.5 
Turbo API [28], which was the latest version available at the time 
of the workshop (February 2024). Each Guidedog persona was engi-
neered through a prompt template developed by the research team. 
The assistant’s personality was created through instructions that 
established a backstory as well as a communication style; for exam-
ple, one prompt directed the AI assistant to open her response with 
phrasing that was “pleasant and colloquial, not overly formal.” Our 
prompts also dictated the response’s point of view (i.e., first-person) 
and the persona’s general motivations and interests pertaining to 

description details. The assistants were all programmed to favor 
specific scholarly and official sources over anecdotal evidence on 
the internet. We also included prompts regarding the structure of 
the assistant’s response in terms of content order, what types of 
advice should be given, and what types of advice should not. Each 
prompt added to the unique nature of the assistant and gave it a 
personality distinct from both other personas in the Guidedogs tool 
and external AI assistants (e.g., ChatGPT, Gemini, Copilot). 

4 User Study 
After the description workshop, we conducted a semi-structured 
interview study to assess the efficacy of our system and investigate 
our overarching research question: How can we design personas 
for generative AI assistants to provide high-quality and effective 
feedback on audio description drafts? Through our interviews, we 
identified two emerging sub-research questions: 

• What are describers’ perspectives on the use of stylized 
GenAI personas as AD-writing support systems? 

• What are describers’ perspectives on GenAI in terms of its 
potential to be integrated into the AD process? 

4.1 Background and Participants 
As this tool was only used during our multi-day description work-
shop, we recruited directly from this group of approximately 160 
participants. The workshop consisted of 16 teams of 10 people on 
average, and each team was assigned to describe one U.S. National 
Park Service brochure or materials for an aquarium or zoo. Most 
workshop participants were sighted volunteers based in the United 
States, but some were from Canada, Italy, Mexico, or the United 
Kingdom. Some workshop participants were also members of the 
BLV community. 

We began recruitment by reaching out to all 16 team captains, 
as their role gave them a level of insight into all team members’ 
experiences. Then, we used a snowball sampling method to re-
cruit additional team members who actively used the Guidedogs or 
contributed to team discussions about them. We also specifically 
reached out to participants associated with the American Council 
of the Blind (ACB), the Canadian Council of the Blind (CCB), or 
the Royal National Institute of Blind People (RNIB) as we aimed 
to represent a global BLV community perspective. In total, 17 peo-
ple (seven men and ten women) participated in our IRB-approved 
study. Of our participants, 10 were sighted team captains, two were 
sighted volunteers, and five were leaders from the BLV community 
who identified as blind, low vision, or DeafBlind. 

4.2 Procedure 
Our study involved a 20 - 45 minute semi-structured interview 
session, conducted via Zoom from March to June 2024. Participants 
were invited to discuss their experiences with and impressions 
of Guidedogs tool use during the workshop. Eight of the 17 par-
ticipants directly used the tool during the event. The remaining 
participants either shared how their team members worked with 
the tool or described why they did not use the tool. 

Participants who used the tool were prompted to share their 
reflections and impressions of the Guidedogs, including describing 
tool use within their team and how frequently the tool was used. 
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Participants with direct experience using the Guidedogs tool, about 
half of our pool, also responded to a series of Likert-type scale 
questions assessing the Guidedogs’ quantity of feedback, level of 
focus, level of detail, and overall usefulness. Participants who had 
not used the tool were asked about their choice to not use the tool 
and why they made that decision. 

We audio and video recorded all interviews. The interviews 
were transcribed by the research team, which consisted of three 
members. We took a grounded theory approach for data analysis. 
We first separated the texts of the transcripts into discrete thought 
units (1,673 total). We then completed a round of open coding, with 
two coders independently developing a code for each thought unit. 
Through discussion and deliberation, we developed a new codebook 
of seven axial codes that represented the themes underlying our 
open codes. With three coders analyzing all of the transcripts, we 
reached a 90% agreement rate among at least two of the three 
coders. Thought units with at least two-thirds agreement were then 
clustered into themes and analyzed to reach our final results. 

4.3 Findings 
Through our interviews and data analysis, we identified three pri-
mary clusters of comments about: (1) the persona design of our 
tool (e.g., the guide dog metaphor), (2) the application of GenAI to 
support writing for accessibility purposes, and (3) the usage and us-
ability of the tool (Table 1). We also share statistics regarding usage 
of the Guidedogs tool as collected through our system’s backend 
analytics as a way to triangulate our findings. 

4.3.1 Thoughts on the Guide Dog Metaphor. Almost all partici-
pants shared that they liked the guide dog persona design of the 
AI tool due to their familiarity, relatability, and topical relevance. 
For example, P8 shared that they thought the general public could 
“understand what the concept is, if you say guide dogs as opposed to 
any other animal.” Others also commented that the metaphor was 
“fun and creative” (P11). 

Participants appreciated the usage of photos and names associ-
ated with the different Guidedogs, and found them to be helpful 
for forming an identity, humanizing the tool, and making them 
“more likeable” (P2). Some mentioned that these additional features 
helped them warm up to the AI tool over the course of the multi-day 
description event: “in those three days, they had ceased to become 
robots and they had become dogs” (P2). Others shared that they were 
initially skeptical of the Guidedogs tool, with “these dogs dressed 
[up] and the names and everything” (P12), but ultimately found 
them to be “a cute way of making it fun and entertaining... it was 
good to have some character to it” (P12). 

4.3.2 Thoughts on Generative AI. Participants were divided on 
whether they were comfortable using AI tools for accessibility pur-
poses. While some were enthusiastic about AI’s ability to provide 
rapid feedback for iteration and learning, others felt wary about 
potential pitfalls with regards to ethics, quality, and accuracy. 

Some participants mentioned that using the AI tool helped them 
describe more quickly and creatively, without compromising a de-
scription’s overall quality. For example, P10 felt that AI was “a force 
multiplier... assisting what is already being done.” Participants also 
shared that the multiple personas associated with the Guidedogs 

tool helped them simulate the experience of receiving feedback 
from BLV audiences with diverse preferences: “it provided specific 
examples of different audiences that we are trying to reach... it led to 
discussion among the team” (P17). P5, who used AI tools for writ-
ing support during her day job, used multiple external AI services 
during the workshop, such as ChatGPT, Gemini, and Hemingway. 
She described her usual AI workflow: “generally I like to write my 
own thing, and then play with whatever things come up in AI and 
what those Guidedogs would say” (P5). Despite having experience 
with multiple LLM-based writing tools, she emphasized that her 
goal was to use the tools intentionally and somewhat sparingly, as 
she viewed AI tools as useful for copy editing and fine tuning. 

Other participants were less enthusiastic about using AI. For 
example, P2 shed doubt on its accuracy: “I’m like, ugh AI... I don’t 
trust you, robot.” P14, who used multiple LLM writing tools during 
the workshop, shared an anecdote where the AI system hallucinated 
and “insisted that one of these lizards I was describing does not have 
a tail.” Although she caught the mistake, she mentioned the harms 
of overreliance on AI: “sometimes if you don’t point it out... it keeps 
building on this myth” (P14). Participants also expressed concerns 
about plagiarism, abuse of the system, and AI’s removal of humanity. 
As someone who was fairly new to AI and still figuring out her 
stance, P16 expressed that she was optimistic about AI’s potential 
but also could not overcome her worry of AI systems “taking over 
and the human component of things being lost.” 

P3, an interview participant who was blind, had particularly 
mixed feelings about AI. In her daily life, she sometimes used AI-
supported applications such as Envision [10] and Apple’s Siri for 
personal and experimental purposes. However, she felt that it was 
inappropriate to use AI as part of the Descriptathon, a stance which 
was influenced by her role during the workshop (as a paid profes-
sional providing feedback on novice-written descriptions). Out of 
concerns regarding professionality and accuracy, she stated that 
she didn’t “feel comfortable, at this point, using AI technology [during 
the workshop]” and “wouldn’t rely on something unless [she] knew 
that it was sophisticated enough” (P3). Her criteria for adopting AI 
technologies for creating publishable descriptions were that they 
would need to “have the same ethical, same equivalent moral com-
pass that a human should have” (P3) and be widely recognized as 
high-quality within the accessibility community. 

4.3.3 Tool Usage and Usability. During the three-day workshop, 
per the backend data, the Guidedogs were used 59 separate times, 
generating a total of 295 unique responses from the five different 
personas. Interview participants who used the tool shared that they 
thought the Guidedogs were helpful for gathering feedback from 
diverse perspectives. Despite its benefits, some shared that hav-
ing five Guidedog personas was overwhelming and provided too 
much feedback to reasonably address. In her attempts to cater her 
descriptions to all of the Guidedogs’ preferences, P16 repeatedly 
entered her descriptions into the tool for feedback, but felt that 
the system was “sending [her] in circles.” Others like P12 thought 
that having “two different spins or interpretations of it helped when 
we got stuck” but “I don’t know if we needed all five of them.” Over-
all, the Guidedogs provided diverse and helpful input, but they 
could occasionally cause participants to spend even more time 
over-optimizing or processing large volumes of feedback. 



Audio Description Automatons: Exploring Perspectives on Personas for Generative AI Description Writing Assistants CHI EA ’25, April 26–May 01, 2025, Yokohama, Japan 

Table 1: Likert-type scale ratings shared by the eight participants who used the Guidedogs tool. The endpoints were: quantity 
of feedback (1 = not enough, 5 = too much); level of focus (1 = not focused, 5 = overly focused); level of detail (1 = not detailed, 5 
= overly detailed); usefulness (1 = not useful, 5 = extremely useful). The nine participants who did not use the tool are P3 (BLV), 
P4 (BLV), P5 (S), P7 (S), P8 (S), P9 (BLV), P10 (S), P15 (BLV), and P17 (S), where (S) represents a participant who is sighted and 
(BLV) represents a participant who is blind, has low vision, or is DeafBlind. 

P# Level of Vision Feedback Focus Detail Usefulness 

P1 Sighted 3 3 3 4 

P2 Sighted 4 3 4 5 

P6 BLV 3 4 4 5 

P11 Sighted 4 3 3 4 

P12 Sighted 3 3 3 4 

P13 Sighted 3 4 4 4 

P14 Sighted 3 3 3 4 

P16 Sighted 5 3 3 4 

Mean 3.5 3.25 3.375 4.25 

St Dev 0.756 0.463 0.518 0.463 

Median 3 3 3 4 

Mode 3 3 3 4 

5 Discussion 
In this section, we present recommendations for the design of future 
AI tools assisting with description writing, based on our Guidedogs 
design and insights shared by our participants. We also briefly touch 
on the importance of engaging novices in access efforts. Lastly, we 
discuss limitations regarding the scope of our study and share how 
future work could focus on generalizing our findings to support 
description writing in additional domains. 

5.1 Design Recommendations for AI Tools 
Assisting with Writing Descriptions 

In our study, we found that both sighted and BLV participants 
had mixed opinions about AI technology. Some were enthusiastic 
early adopters, while others had serious concerns about plagiarism, 
ethics, and accuracy. Prior work has shown that some people who 
are blind or low vision have started to embrace AI tools in their 
daily lives (e.g., [1, 12]), often for increasing agency in accessing 
visual descriptions. However, when using AI to create official and 
published work (such as NPS brochures), there is still a pressing 
need for greater accuracy, verifiability, and trust prior to more 
widespread adoption of these AI tools. 

Extending prior work on writing tools (e.g., [19]) and providing 
feedback for image describers (e.g., [20, 23, 38]), we provide three 
primary design recommendations for future AI tools for description-
writing. Firstly, we suggest that future AI systems integrate more 
ways for both sighted and BLV users to verify their output. 
For example, this could take the form of clearly demarcating which 
parts of the image are referenced in the AI system’s feedback. It is 
important to note that a user’s trust of a system can be impacted 
by the quality of feedback as well as the interaction itself [21]. 
Secondly, we recommend that tools offer multiple streams of 
feedback to simulate real-life scenarios. Participants expressed 

that having multiple personas as part of one tool allowed them to 
parse through different perspectives of feedback (e.g., some Guide-
dogs preferred more details about nature, while others preferred 
more concise descriptions). They noted that this affordance was 
especially helpful, since it mirrored their real-world experiences of 
receiving diverse feedback from blind and low vision people. Lastly, 
we encourage AI systems to leverage familiar metaphors and 
designs to support user adoption, given participants’ positive 
responses to the Guidedog design of our AI tool. 

5.2 Engaging Novices in Access Efforts 
Given the importance of visual content in both physical and digital 
spaces, it is critical to ensure that BLV people have access to this 
information; however, the ubiquity of this content also means that it 
is impractical to wait for professionals to describe it all. As such, we 
intentionally involved novices in our workshop to (1) teach them 
about the importance of accessibility and high-quality descriptions 
and (2) increase the scale of description output, similar to prior 
studies on crowdsourcing for image descriptions (e.g., [5, 14]). 

Through our research, we have demonstrated the value of engag-
ing sighted novices in access efforts such as our multi-day descrip-
tion workshop. Many novice describers recognize the importance 
of accessibility, but lack exposure to hands-on opportunities or 
trainings to improve their description-writing skills. Especially 
when trained and supported properly, novice involvement can help 
scale description efforts quickly and efficiently — over time, these 
novices may even become experts. We encourage researchers and 
practitioners to consider including sighted novices in access efforts 
to expand awareness and investment in accessibility. In line with 
prior work, we also strongly advocate for the active inclusion of 
blind and low vision people as description creators, stakeholders, 
and experts [8, 17, 18]. 
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5.3 Limitations and Future Work 
There are some limitations to our system. For example, the Guide-
dogs system only processed text input and output, meaning that it 
could not “view” the image being described. While participants did 
not encounter egregious output errors, as their description inputs 
provided sufficient content for critique, we acknowledge that ac-
curacy could be improved with the integration of more advanced 
multimodal systems. Additionally, our system featured five per-
sonas predetermined by the research team, based on the context 
of describing National Park Service brochures. Future work could 
explore additional Guidedog personas to explore how GenAI sys-
tems could support description-writing across different contexts 
(e.g., live theater, STEM classes, sporting events, etc.). 

We also have identified some limitations to our interview study. 
For example, we asked participants to answer Likert-type scale 
questions about the system during our interviews, which took 
place one to three months after the workshop. Additionally, as 
some BLV people participated in the workshop in a paid role to give 
feedback to novices (rather than as volunteer writers themselves), 
we did not interview as many BLV people with experience using 
the Guidedogs tool. As this is an emerging area, we encourage 
researchers to continue studying GenAI tool design and usage, as 
well as ways to support and encourage widespread involvement. 

6 Conclusion 
This work explores the initial design and reception of the Guidedogs 
tool, a generative AI system intended to provide feedback on static 
audio descriptions for images, maps, and collages. We first describe 
the design rationale behind our system, which builds on prior re-
search on GenAI writing assistance, image and video descriptions, 
and involving novices in access efforts. Then, we present results 
from our user study with 17 participants, including five people who 
are blind, low vision, or DeafBlind. We found that participants ap-
preciated the guide dog metaphor used to characterize the personas 
but had mixed opinions on generative AI usage. Especially as the AI 
landscape is constantly changing, we recommend for future work 
to further explore AI tool design for accessibility, with an emphasis 
on increasing both the quality and quantity of described content. 
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